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Общая информация 
Раньше HyCFS-R, теперь SUNSHyNE :

Structured / Unstructured Navier-Stokes 

Solver / Hybrid / Non-Equilibrium
Версия: SVN r1883 (год назад r885)

Расчетный код для моделирования 

сжимаемых течений ламинарных и 

турбулентных течений, в т.ч. с химической 

и термической неравновесностью.

Расчетная сетка структурированная 

многоблочная, в общих криволинейных 

координатах и неструктурированная на 

произвольных выпуклых многогранниках

Вычислительные устройства: ГПУ и/или ЦПУ
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Параллелизация: многоуровневая CUDA/OpenMP/MPI

Операционная система: Linux (можно подумать о версии под Windows, наверное)

Графический интерфейс в тестовом режиме



Физические модели

◼ Термодинамика: политропный газ, полиномиальные аппроксимации для cp,i / cv,i 

и Hi (А. Буркат, Гупта), кусочно-линейные аппроксимации

◼ Колебательная релаксация: уравнение Ландау-Теллера и модель Кустовой-Облапенко,  

полученная строгими методами кинетической теории газов, VV-обмен (G. Candler), простая 

модель для многоатомных молекул (CO2 с равновесием между колебательными модами)

◼ Cкорость химических реакций: закон Аррениуса (в т.ч. для турбулентных течений), 

однотемпературные модели с зависимостью от давления (Petersen-Hansen), 

двухтемпературные модели (Парка, Кузнецова, Мачерета-Фридмана, Тринора-Маррона, β-

модель, модель для O2 на основе данных стат. физики)

◼ Диффузия: закон Фика с эффективными коэффициентами диффузии для массовых или 

молярных концентраций, модель многокомпонентной диффузии (Стефан-Максвелл), 

учет бародиффузии

◼ Излучение газа: приближение плоского слоя с оптической моделью на основе 

табулированных спектров из Specair

◼ Многофазность: взаимопроникающие континуумы, Cd формула Хендерсона, 

упрощенная химия (Федоров, Хмель)

◼ Турбулентность: модель Спаларта-Аллмареса, в основной формулировке из статьи Allmaras, 

Johnson, Spalart (1996), «SA-standard»
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◼ Конвективная часть: реконструкция для структурированной MUSCL1-4, для 

неструктурированной псевдо-одномерная реконструкция 1-2  порядка. Римановские 

солверы HLL, HLLC, Roe, Rusanov, AUSM-Van Leer, семейство AUSM (-UP, -UP2, 

P+, PW+, MP), гибридные HLL/HLLC, несколько вариантов Steger-Warming – всего 

26 ОПЦИЙ

◼ Интегрирование по времени: явные схемы RKTVD1-3 / RKG4, полунеявная 

ASIRK2с, неявная параллельная DPLUR, локальный шаг по времени

◼ Граничные условия: несколько рядов фиктивных ячеек ставятся на консервативные 

переменные, но есть возможность явно задавать потоки через граничные грани. 

◼ Варианты ГУ: сверхзвуковые вход1 и выход2, pressure inlet/outlet3,4, условия в 

дальнем поле (Riemann far-field)5, условия непротекания6, изотермическая стенка с 

прилипанием7, в том числе каталитическая с заданным составом8. Специальные 

условия для DNS: наложение возмущений в виде белого гауссового шума9, 

в виде собственных функций10, периодические тепловые возмущения11

Численные методы и алгоритмы
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Основные разработчики кода

◆ А.Н. Кудрявцев — численные схемы и методы

◆ Г.В. Шоев — физико-химические модели, в т.ч. 

неравновесность и 2T-химия, модели 

турбулентности, римановские солверы, ГУ, 

полиэдральная сетка

◆ С.П. Борисов — однотемпературная химия, 

газовая детонация, неявные схемы

◆ Т.Ю. Шкредов — излучение, модели диффузии, 

ионизация, AUSM солверы, ГУ

◆ Д.П. Полевщиков — реализация 

многоблочности, утилиты для построения и 

анализа качества сеток

◆ А.В. Кашковский — общая архитектура 

программы, многоплатформенность, 

низкоуровневая оптимизация, отладка 

◆ А.С. Литвинцев — GUI 

◆ Т.А. Полянский — GUI, сетка, 

med/HDF утилиты, Лагранжевы частицы

◆ А.А. Шершнёв — кодирование, интеграция 

частей в единую систему, всё остальное

Со-разработчики / консультанты / пользователи / тестеры

◆ П.В. Ващенков — ConfigReader, GUI

◆ А.В. Зайцев — консультации по RANS

◆ Ю.В. Кратова — многофазность

◆ Д.В. Хотяновский — DNS расчеты 

◆ А.И. Кутепова — DNS расчеты
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Опции и возможности

◼ Сопровождение эксперимента

❖ «Датчики» для записи параметров в точке по времени

❖ Система мониторинга параметров в расчете для контроля 

сходимости и прочего по АДХ, балансу массы и т.д.

◼ Фундаментальные исследования (устойчивость, ЛТП и т.д.)

❖ Накопление средних полей для DNS и полей истории 

максимального значения  величины

❖ Отслеживание положения и формы фронта УВ/ДВ

◼ Система командных файлов, для действий в процессе 

расчета: запись данных, корректная остановка счета

◼ Инструмент сравнения файлов входных данных

◼ Встроенные утилиты для сетки и полей: масштабирование, 

вырезание подобласти,  разбиение-объединение блоков, 

умножение выбранных переменных в полях 
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НОВОЕ ЗА 2025 ГОД

❖ Примерно +300 ревизий и +20 тысяч строк кода

❖ Но конкретные большие достижения как-то тяжело найти. Возможно кодовая база 

стала чуть более зрелой

❖ Из моделей - сделали и почти отверифицировали kω-SST standard

❖ Много работали над схемами интегрирования по времени: 

o перенесли на полиэдральную сетку DPLUR, в том числе для SA

o cделали Full-matrix DPLUR

o сделали схему с двойными шагами по времени (dual-time stepping)

❖ Доделывали юзер-экспириенс. Проведение многопараметрических расчетов заставило:

o Напихать safeguard’ов, flow_limit’ов и прочих подпорок

o Поработать над разбиением на партиции

o В целом исправить кучу мелочей: более активное использование бинарных 

файлов, например. 
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Немного статистики из системы контроля версия

◼ Эволюция 

исследовательского кода в 

отчуждаемый продукт

◼ Стали уменьшать размер 

изменений, чтобы быстрее 

искать, где сломалось

◼ Пришлось ввести юнит-тесты 

и автоматическое 

регрессионное тестирование 

(об этом чуть позже)
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Средства отладки и контроля

▪ Метод пристального взгляда уже мало помогает в 

идентификации источника ошибки

▪ Отдельные сборки исполняемых файлов с опцией –g

для ЦПУ и ГПУ с дополнительными проверками 

выхода за границу массива, наличие NaN и 

возможностью смотреть в отладчике

▪ После каждой вычислительной функции есть точка 

«инспекции»: в ней можно вывести в Tecplot поле 

затронутого функцией контейнера, либо напечатать 

содержимое всех контейнеров в наборе точек

▪ Выводы ячеек по выбору в виде отдельного 

Tecplot файла

▪ Вывод полиномов в виде графика
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Автоматическое тестирование на регрессии

◆ Код довольно большой (~100 kloc), достаточно сильно связанный (предвычисления, 

многоэтапные процедуры и т.д.) – вынужденно пришлось сделать тестирование

◆ Сейчас это Unix shell скрипты, которые работают ретроактивно. Скрипт мониторит SVN 

репозиторий на наличие новой ревизии. Как только она появилась, запускается тестирование. 

Результаты собираются в виде PDF и высылаются на почту
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◆ По-хорошему, нужно запускать 

проактивно, до коммита. Для 

этого надо сделать более 

модульным и универсальным. 

Поэтому сейчас думаем 

переписать на Python или C++

◆ Для такого тестирования, по 

идее, необходим достаточно 

стабильный формат файлов 

входных данных. Что, конечно, 

не всегда так просто



Интегрирование по времени. DPLUR/DPLR
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❖ DPLUR (Data-Parallel Lower-Upper Relaxation):
o Базовая схема, простая реализация

o Не требует обращения матриц

o Упрощённые якобианы (Yoon-Jameson)

o Турбулентность: SA с явными источниками

o Плохо сходится при больших CAR

❖ FMDPLUR (Full Matrix DPLUR):
o Использует точные якобианы

o Требует обращения матриц Neqs × Neqs

o Меньше подвержена влиянию CAR

o Улучшенная устойчивость и сходимость

❖ DPLR (Data-Parallel Line Relaxation):
o Использует точные якобианы

o Наиболее точная, но сложная в реализации

o Решает блочно-трёхдиагональные системы

o Не боится высоких CAR

o Выделенные направления для шагов релаксации

❖ Традиционные неявные методы 

(LU-SGS) используют 

последовательные проходы по 

сетке (Гаусс-Зейдель)

❖ Это создаёт сильные зависимости 

по данным и плохо параллелится

❖ Вместо проходов предлагается 

использовать точечные шаги 

релаксации:



Интегрирование по времени. DPLUR/DPLR 12

CAR = 9 CAR = 10000

RKTVD DPLUR FMDPLUR DPLR RKTVD DPLUR FMDPLUR DPLR



Интегрирование по времени. Неструктурированная сетка

❖ DPLUR:

D-1 – диагональная матрица в ячейке 

A+

A-

A+

A-

Использование предположение 

Yoon, Jameson, AIAA Paper 87-0600

❖ FM-DPLUR (только для лам НС)

D-1 – недиагональная матрица на гранях



kω-SST
❖ Реализовали на структурированной и неструктурированной сетке kω-SST

❖ Использовали формулировки standard и VM

❖ Пока есть вопросики по коэффициенту трения на плоской пластине, в 

частности. Нет перегиба как в кодах НАСА

❖ Нужно разобраться подробнее

❖ γ-Re-θ начали, но пока не работает



Сетка из FlowVision

❖ Попробовали использовать FlowVision в качестве генератора сеток

❖ Пока не очень получилось

❖ Выгружаемая сетка получается из кучи мелких граней: на рисунке одна ячейка

❖ Обратно в кубики мы это не смогли свернуть

❖ Надеемся на дальнейшее сотрудничество – генераторы сетки нам нужны



Графический интерфейс на платформе SALOME



Почему окошки для 

нашего кода это сложно



Планы на будущее
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Планы на будущее – над чем уже работаем 

❖ Многофазные течения с дискретными частицами. Пылевые бури на Марсе нас ждут

❖ Ориентация на пользователей в рамках института (приблизиться к коммерческим 

пакетам): 

o Доделать графический интерфейс на базе платформы SALOME

o Отработать схему распространения и установки кода

o Аналог UDF функций – proof-of-concept есть, нужно дальше пробовать

o Документация, включая пошаговые инструкции-туториалы с примерами некоторых задач

❖ Улучшение самого кода

o Максимум абстракций: например, общая структура 1D линия для неявной схемы DPLR, 

излучения, численной схемы и др. (это пока планы)

o в части встроенной документации, схем и комментариев для упрощения привлечения 

новых разработчиков – студентов, аспирантов и т.д. (опция «скопируй кусок и сделай по 

аналогии» как выяснилось не работает даже с опытными программистами)

19



Планы на будущее – до чего еще не добрались

❖ Несжимаемые течения

❖ Неинерциальная система (демпфирующие моменты)

❖ Каталитическая стенка «как в SMILE++»

❖ Излучение газа в виде модуля, общего с SMILE++

❖ Ну и проблемы с трудностями, которые надо решить. 

О трудностях чуть ниже.
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Текущие трудности и проблемы

❖ Salome и его библиотека medcoupling ¯\_(ツ)_/¯

o Довольно неэкономичная по потреблению памяти: чтобы сконверитровать 

полиэдральную сетку на 27 млн. 64 Гб памяти может и не хватить

o Библиотечная функция падает где-то (например, при вычислении 

барицентра) по причинам, которые невозможно узнать

o Хочется – читать из CGNS минимальную информацию и довычислять всё 

необходимое самостоятельно. Но это требует большой работы

❖ В целом сеткопостроители – не хочется целиком полагаться на ICEM и Ansys 

Meshing, но по-другому пока не получается

❖ Механизмы хим. реакций в СГС и других системах. «Сконвертировать нельзя 

оставить»
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Текущие трудности и проблемы

❖ Нормальное разделение на stable и unstable ветки. Пока либо просто 

устаревшая ревизия, либо bleeding edge, где что-то наверняка сломано. Требует 

квалификации и размышлений – поэтому пока некогда

❖ Из-за CUDA нельзя нормально пользоваться механизмами наследования, 

виртуальными методами и прочими благами цивилизации. Это усложняет 

организацию кода. 

❖ Сделать динамически линкуемый аналог UDF для ГПУ тоже нельзя, по всей 

видимости.

Но это пока только жаловаться и терпеть
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Статьи 2025 года про наши программы в ПМТФ и ИФЖ



Научные картинки с благодарностями

Грант РНФ 23-11-00258
Численное моделирование разреженных газовых струй

на основе кинетического и континуального подходов

Грант РНФ 25-79-30031 (лаб. мирового уровня)
Неравновесные течения газа и плазмы в приложении 

к аэрокосмическим, экологическим и медицинским 

технологиям

▪ Вихри Гёртлера в круглой струе

▪ Струи из сопел различной формы, 

натекающие на преграды

▪ Ламинарно-турбулентный 

переход в струе из сопла 

крестообразного сечения



Спасибо за внимание!Спасибо за 

внимание!
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